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\begin{abstract}
We address extended systems interacting with classical fluctuating environments and analyze the use of quantum probes to discriminate local noise, described by independent fluctuating fields, from common noise, corresponding to the interaction with a common one. In particular, we consider a bipartite system made of two non-interacting harmonic oscillators and assess discrimination strategies based on homodyne detection, comparing their performances with the ultimate bounds on the error probabilities of quantum-limited measurements. We analyze in details the use of Gaussian probes, with emphasis on experimentally friendly signals. Our results show that a joint measurement of the position-quadrature on the two oscillators outperforms any other homodyne-based scheme for any input Gaussian state.
\end{abstract}

\section{1. Introduction}

The effects of the interaction of quantum systems with their environments have been widely studied in the last decades. In general, environment-induced decoherence is detrimental for the quantum features of a localized system: loss of nonclassicality\textsuperscript{[3–5]} or disentanglement may arise asymptotically or after a finite interaction time\textsuperscript{[6–9]}. On the other hand, extended systems experience more complex decoherence phenomena: the subparts of a system may interact with independent environments or, more interestingly, with a common one, corresponding to collective decoherence or dissipation, which may result in preservation of quantum coherence as well as preservation and creation of entanglement\textsuperscript{[10–15]} or superradiance\textsuperscript{[16–23]}.

Decoherence and dissipation into a common bath may arise spontaneously in some structured environments, but it may also be engineered\textsuperscript{[24,25]} to achieve specific goals. In both cases, the common decoherence mechanism may mingle or even be overthrown by local processes, leading to undesired loss of quantum features. The discrimination between the presence of local or common environments is thus a relevant tool to fight decoherence and preserve quantum coherence.

Describing the interaction with an external environment in a full quantum picture may be challenging. On the other hand, in many situations the action of the environment on a quantum system may be represented as an external random force on the system itself. Such random forces are described in terms of classical stochastic fields (CSF)\textsuperscript{[26]}. As a matter of fact, the description of a quantum environment in terms of CSFs is often very accurate in capturing the quantum features of the dynamics. Besides, many system-environment interactions have a classical equivalent description\textsuperscript{[27–32]} and there are situations where the environment can be effectively simulated classically\textsuperscript{[33]}. Finally, we mention that in several situations of experimental interest\textsuperscript{[34–37]} quantum systems interact with inherently classical Gaussian noise.

In this framework, the main goal of this paper is to design a successful strategy to discriminate which kind of interaction, either local or common, occurs when an extended quantum probe interacts with a classical fluctuating environment. This is a channel discrimination problem, which we address upon considering a quantum probe interacting with either a local or a common bath, and then solving the corresponding state discrimination problem. In particular, in order to assess the role of entanglement with nearly analytic results, we consider a bipartite system made of two non-interacting harmonic oscillators. The local noise scenario is described by the interaction of each oscillator with independent CSFs whereas common noise is described as the coupling between the two oscillators with the same CSF. The dynamics of this model has been analyzed recently\textsuperscript{[38,39]} revealing the existence of a rich phenomenology, which turns out to be a resource for discrimination purposes.
The lowest probability of effect achievable in a quantum discrimination problem is known as Helstrom bound [40]. In several situations, such bound can be approximated by the Quantum Chernoff Bound (QCB) [41,42], originally derived in the setting of asymptotically many copies. Despite being less precise, the QCB turns out to be more versatile: it is easier to evaluate and can be used as distinguishability measure between qubits and single-mode Gaussian states [43–46], and for these reasons it constitutes a benchmark in quantum discrimination. On the other hand, the Helstrom bound may be challenging from the experimental point of view and a question arises about the performances achievable using feasible measurements and realistic probe preparations.

In this paper, we analyze in details discrimination strategies based on homodyne detection, which has already proven to be useful in discrimination of quantum states [47] or binary communication schemes [48]. Also, we analyze in details the performances of Gaussian states used as probe preparation, including many lab-friendly input signals.

Our results show that a joint measurement of the position on the two oscillators outperforms any other homodyne-based scheme, whatever input Gaussian state of the probe is employed. In terms of error probability, a discrimination scheme based on homodyne detection exactly outperforms the QCB using (entangled) squeezed thermal states as input preparation.

The paper is organized as follows. In Sec. 2 we introduce the interaction model, we discuss the dynamics of the system in both local and common scenarios and describe the classes of Gaussian states we later on in the paper. In Sec. 3 we introduce the necessary tools of discrimination theory. In Sec. 4 we build step by step the discrimination strategy and check its performance with some lab-friendly Gaussian input states. Finally, in Sec. 5, we optimize the discrimination strategy looking for the optimal Gaussian input state. Section 6 then closes the paper with some concluding remarks.

2. The interaction model

We consider two non-interacting harmonic quantum oscillators with natural frequencies \( \omega_1 \) and \( \omega_2 \) and describe the dynamics of this system in two different regimes: in the first one each oscillator is coupled to one of two independent non-interacting stochastic fields: this scenario is dubbed as local noise case. In the second regime, the oscillators are coupled to the same classical stochastic field, so we dub this case as common noise. In both cases, the Hamiltonian \( H \) is composed by a free and an interaction term. The free Hamiltonian \( H_0 \) is given by

\[
H_0 = \hbar \sum_{j=1}^{2} \omega_j a_j^\dagger a_j,
\]

in both regimes, whereas the interaction term \( H_I \) differs. In the following, we introduce the local and the common interaction Hamiltonians.

2.1. Local interaction

The interaction Hamiltonian \( H_I \) in the local model reads

\[
H_I(t) = \sum_{j=1}^{2} \delta_j C_j(t)e^{i\delta_j t} + a_j^\dagger C_j(t)e^{-i\delta_j t}
\]

where the annihilation operators \( a_1, a_2 \) correspond to the two oscillators, each one coupled to a different local fluctuating field, described by a stochastic amplitude \( C_j(t) \) with \( j = 1, 2 \), and where \( \delta_j = \omega_j - \omega \) is the detuning between the carrier frequency of the field and the natural frequency of the \( j \)-th oscillator. In the most general case, the frequencies of the oscillating fields should be different. However, in order to address the most challenging discrimination scenario, we assume that the local classical fields have spectra with the same central frequency. Throughout the paper, we will consider the Hamiltonian rescaled in units of energy \( \hbar\omega_0 \) (for a reason to be pointed out later). Under this condition, the stochastic fields \( C_1(t), C_2(t) \), their central frequency \( \omega \), the interaction time \( t \), and the detunings become dimensionless quantities.

The presence of fluctuating stochastic fields leads to an explicitly time-dependent Hamiltonian, whose corresponding evolution operator is given by

\[
U(t) = \mathcal{T} \exp \left( -i \int_0^t ds H_L(s) \right),
\]

where \( \mathcal{T} \) is the time ordering. The evolved density operator is formally given by

\[
\rho(t) = U(t) \rho(0) U^\dagger(t).
\]

The explicit form of the density operator can be found following the very same steps described in [38]. The evolution of the density operator of the system then reads

\[
\rho_j(t) = \left[ D(\phi_0, \phi_0) \rho D^\dagger(\phi_0, \phi_0) \right]_F
\]

where \( D_j(\alpha) = \exp(\alpha a_j^\dagger - \alpha^* a_j) \) is the displacement operator, \( D(a_1, a_2) = D(\alpha) = D_1(\alpha_1)D_2(\alpha_2) \) and \( [\cdot]_F \) is the average over the realizations of the stochastic fields.

In the local scenario, we assume each CSF

\[
C_j(\xi) = C_j^{(x)}(\xi) + ic_j^{(y)}(\xi),
\]

described as a Gaussian stochastic process with zero mean \( [C_j^{(x)}(\xi)]_F = [C_j^{(y)}(\xi)]_F = 0 \) and autocorrelation matrix given by

\[
\begin{align*}
[C_j^{(x)}(t_1)C_k^{(x)}(t_2)]_F &= \left[ C_j^{(y)}(t_1)C_k^{(y)}(t_2) \right]_F \\
&= \delta_{jk} K(t_1, t_2)
\end{align*}
\]

where we introduced the kernel autocorrelation function \( K(t_1, t_2) \). Upon performing the stochastic average, one finally recovers a Gaussian map describing the evolution of the state of the system under the assumption of local interaction

\[
\rho_j(t) = g_L(\rho(0)) = \int \frac{d^2 \xi}{\pi^2} g_L(\xi) D(\xi) \rho(0) D^\dagger(\xi)
\]

where \( g_L(\xi) \) is the Gaussian function

\[
g_L(\xi) = \frac{\exp\left(-\frac{1}{2} \xi \cdot \Omega^{-1} \cdot \xi^T \right)}{\sqrt{\det(\Omega)}}
\]

and the symplectic matrix \( \Omega \) being given by

\[
\Omega = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \sigma_L = \begin{pmatrix} \rho_L(t)_{12} & 0 \\ 0 & \rho_L(t)_{12} \end{pmatrix}
\]

The matrix \( \sigma_L \) is the covariance of the noise function \( g_L(\sigma) \) and its matrix elements are given by

\[
\beta_j(t, \tau_0) = \int_{\tau_0}^t ds_1 ds_2 \cos[\delta_j(s_1 - s_2)] K(s_1, s_2).
\]
2.2. Common interaction

The interaction Hamiltonian $H_C$ for the common noise case reads as follows

$$H_C(t) = \sum_{j=1}^{2} \alpha_j e^{i\beta_j(t)} C(t) + \alpha_j^* e^{-i\beta_j(t)} C(t)$$

where each oscillator, represented by the annihilation operators $\alpha_1, \alpha_2$, is coupled to a common stochastic field $C(t)$ which is described as a Gaussian stochastic process with zero mean $[C(t)]_F = [C(t)]_F = 0$ and the very same autocorrelation function of the local scenario.

Along the same lines of the local interaction model derivation, we find the Gaussian map that describes the evolution of the state of the system

$$\rho_C(t) = G_C(\rho(0)) = \int \frac{d^4 \xi}{\pi^2} e^{i\beta C(\xi)} \rho(0) D^1(\xi)$$

where $G_C(\xi)$ the Gaussian function

$$G_C(\xi) = \exp\left(-\frac{1}{2} \xi \cdot \Omega \cdot \sigma_C^{-1} \Omega^T \cdot \xi^T\right)$$

$\sigma_C$ being its covariance matrix, given by

$$\sigma_C = \begin{pmatrix} R & \gamma_C(t) \\ \gamma_C^T(t) & \beta_C(t) \end{pmatrix}$$

with the matrix elements given by

$$\beta_C(t, t_0) = \int_{t_0}^{t} ds_1 ds_2 \cos(\delta s_1 - \delta s_2) K(s_1, s_2)$$

$$\gamma_C(t, t_0) = \int_{t_0}^{t} ds_1 ds_2 \sin(\delta s_1 - \delta s_2) K(s_1, s_2).$$

2.3. Dynamics in the local and the common noise scenarios

The dynamical maps described by Eqs. (8) and (13) correspond to Gaussian channels and represent the solution of Markovian (dissipative) Master equations in the limit of high-temperature environment and short times, i.e. when damping is negligible [37–39]. In the following, this link will be exploited to analyze the limiting behavior of the two-mode dynamics.

In order to get quantitative results, we assume that fluctuations in the environment are described by Ornstein–Uhlenbeck Gaussian processes, characterized by a Lorentzian spectrum and a kernel autocorrelation function

$$K(t_1, t_2) = \frac{1}{2J^\infty} e^{-|t_1 - t_2|/\tau}$$

where $J$ is a coupling constant and $\tau$ is the correlation time of the environment. We also assume the oscillators are both resonant with the central frequency of the stochastic field $(\omega_1 = \omega_2 = \omega_0)$, i.e. that both detunings from the central frequency of the classical stochastic field are vanishing

$$\delta_1 = \delta_2 = \delta = 1 - \frac{\omega}{\omega_0} = 0.$$ (17)

This assumption leads to a simpler expression of the state dynamics: in the local scenario, it leads to $\beta_1(t) = \beta_2(t) = \beta(t)$ and, in turn, to

$$\rho_L(t) = E_L(\rho(0)) = \int \frac{d^4 \xi}{\pi^2} \beta(t) \rho(0) D^1(\xi) \exp\left(-\frac{1}{2} \int \frac{d^4 \Omega}{\pi \beta(t)} \int \frac{d^4 \Omega}{\pi \beta(t)} \exp\left(-\frac{|\xi|^2 + |\Omega|^2}{\beta(t)}\right) x D(\xi(t)) D(\Omega(t)) D^1(\xi(t)) D^1(\Omega(t)).$$

where $\beta(t = t - t_0) = \beta(t - t_0) = 0,$

and where $\beta(t)$ has been rescaled in units of $t_0$, i.e. $\lambda \rightarrow t_0, \tau \rightarrow t_0.$

In the common noise case, the condition of resonant oscillators implies $\beta_1(t) = \beta_2(t) = \beta(t)$ and $\gamma_C(t) = 0$, leading to simplified matrices $R$ and $C$ given by

$$R = \begin{pmatrix} 0 & \beta(t) \\ \beta(t)^2 & 0 \end{pmatrix} \quad C = \begin{pmatrix} R & \beta(t)^2 \end{pmatrix}$$

corresponding to the Gaussian channel

$$\rho(t) = E_C(\rho(0)) = \int \frac{d^4 \xi}{\pi \beta(t)} \exp\left(-\frac{1}{2} \xi^2\right) x D(\xi(t)) D(\Omega(t)) D^1(\xi(t)) D^1(\Omega(t)).$$ (21)

Both the local and the common interaction models correspond to Gaussian channels, i.e. they map Gaussian states into Gaussian states, preserving the Gaussian character at any time.

2.4. Input states

Before introducing the necessary tools for quantum state discrimination, we briefly discuss what kind of input states we are about to consider. In general, the optimization of a channel discrimination protocol involves the optimization over the possible input states. For continuous variable systems focusing attention on Gaussian states is a convenient choice for at least two reasons. On the one hand, the evaluation of commonly used figures of merit as entanglement or purity comes at ease. On the other hand, as the dynamics is described by Gaussian channels, the dynamics may be evaluated analytically in the covariance matrices formalism. In fact, at any time $t$ the state is Gaussian and it is fully described by its covariance matrices $\rho(t)$ and $\beta_C(t)$ for the local and common scenario,

$$\beta_1(t) = \sigma_0 + 2\sigma_L(t)$$

$$\beta_C(t) = \sigma_0 + 2\sigma_C(t)$$

where $\sigma_0$ denotes the covariance matrix of a generic Gaussian input state. The most generic two-mode Gaussian state is described by the covariance matrix $\sigma_0$, but every generic $\sigma_0$ can be recast by local operations in a simpler form $\sigma_i$ called standard form,

$$\sigma_0 = \begin{pmatrix} A & C \\ C^T & B \end{pmatrix} \quad \sigma_i = \begin{pmatrix} a & 0 & c \\ 0 & a & 0 \end{pmatrix} \sigma_0 \begin{pmatrix} 0 & d & 0 \\ c & b & 0 \end{pmatrix}$$ (24)

where $A, B, C$ are $2 \times 2$ matrices, $\sigma_0$ (and $\sigma_i$ as well) satisfies the condition $\sigma_0 + \frac{1}{2} \Omega \geq 0$, with $\Omega = \omega \otimes \omega$ and $\Omega = \{0, 1, 1\}$. Among Gaussian states, we focus attention on three relevant classes, squeezed thermal states (STSs), states obtained as a linear mixing of a single-mode Gaussian state with the vacuum (SVs) and standard form SVs, i.e. SV states recast in standard form by local operations. These classes of states may be generated by current quantum optical technology and thus represent good candidates.
for the experimental implementations of discrimination protocols. STSs and SVs are described by the covariance matrices $\sigma_{\text{STS}}$ and $\sigma_{\text{SV}}$, respectively

$$\sigma_{\text{STS}} = \frac{1}{2} \begin{pmatrix} a & 0 & c & 0 \\ 0 & a & 0 & -c \\ c & 0 & b & 0 \\ 0 & -c & 0 & b \end{pmatrix},$$

$$\sigma_{\text{SV}} = \frac{1}{4} \begin{pmatrix} m & 0 & s_1 & 0 \\ 0 & n & 0 & s_2 \\ s_1 & 0 & m & 0 \\ 0 & s_2 & 0 & n \end{pmatrix}.$$  \hfill (25)

The covariance matrix $\sigma_{\text{STS}}$ corresponds to a density operator of the form

$$\rho_{\text{STS}} = S_2(r) v_1 \otimes v_2 S_2(r)^\dagger$$

where $S_2(r) = \exp(\sigma_1 a_1^\dagger - a_2^\dagger a_2)$ is the two-mode squeezing operator and $v_j$ is a single-mode thermal state

$$v_j = \frac{1}{\sqrt{n_j}} \sum_m \left( \frac{n_j}{n_j + 1} \right)^m |m\rangle \langle m|.$$  \hfill (28)

The physical state depends on three real parameters: the squeezing parameter $r$ and the two numbers $n_1, n_2$, which are related to the parameters $a, b, c$ of eq. (25) by the relations

$$a = \cosh(2r) + 2 n_1 \cosh^2 r + 2 n_2 \sinh^2 r$$

$$b = \cosh(2r) + 2 n_1 \sinh^2 r + 2 n_2 \cosh^2 r$$

$$c = (1 + n_1 + n_2) \sinh(2r).$$  \hfill (29)

In particular, we focus on symmetric thermal states $n_1 = n_2 = n$, that can be re-parametrized in terms of the total (average) number of quanta $\epsilon = 2(n_1 + n_2)$, with $n_1 = \sinh^2 r$, and the squeezing fraction $\gamma \in [0, 1]$, such that

$$n_2 = \gamma \epsilon \quad n_1 = (1 - \gamma) \epsilon \quad 1 + 2 \gamma \epsilon.$$  \hfill (30)

The covariance matrix $\sigma_{\text{SV}}$ corresponds instead to a density operator of the form

$$\rho_{\text{SV}} = R \left( \frac{\pi}{4} \right) S(r) v S(r)^\dagger \otimes |0\rangle \langle 0| R^\dagger \left( \frac{\pi}{4} \right)$$

where $S(r) = \exp[\sigma_1 a_1^\dagger - a_2^\dagger a_2]$ is the single-mode squeezing operator and $R(\theta) = \exp(\theta a_1^\dagger a_2^\dagger + a_1^\dagger a_2)$ is a rotation operator corresponding to the mixing of the two modes. The physical state depends on two real parameters: the squeezing parameter $r$ and the average number of quanta $\bar{n}$, which are related to the parameters $m, n, s_1, s_2$ of eq. (26) by the relations

$$m = e^{2r} (1 + 2n) + 1,$$

$$n = e^{-2r} (1 + 2n) + 1,$$

$$s_1 = e^{2r} (1 + 2n) - 1,$$

$$s_2 = e^{-2r} (1 + 2n) - 1.$$  \hfill (31)

Notice that only STSs already possess a covariance matrix in standard form. However, upon applying local squeezing to both modes the standard form of $\sigma_{\text{SV}}$ may be found. Notice that locally squeezing the modes changes the energy of the Gaussian state, however leaving quantities such purity and entanglement unmodified. We will refer to standard form of SV states as SSV states.

### 3. Quantum state discrimination

In this section, we briefly summarize the basic concepts of quantum state discrimination and introduce the tools required to implement a discrimination strategy. The purpose of state discrimination is to distinguish, by looking at the outcome of a measurement performed on the system, between two possible hypothesis on the preparation of the system itself. In our case, we assume to prepare the bipartite system in a given Gaussian state and aim to distinguish which kind of noise, local or common, affected the system. This is done by a discrimination scheme applied to the output states of the Gaussian maps $\{8\}$ and $\{13\}$. Since the two outputs are not orthogonal for any given input, perfect discrimination is impossible and a probability of error appears. Optimal discrimination schemes are those minimizing the probability of error upon a suitable choice of both the input state and the output measurement. The minimum achievable probability of error, given a pair of output states, may evaluated from the density operators of the two state, and it is usually referred to as the Helstrom Bound.

We suppose to have a quantum system that may be prepared in two possible states, corresponding to the two hypotheses $H_A$ and $H_B$.

$$H_A : \rho \rightarrow \rho_A \quad H_B : \rho \rightarrow \rho_B$$  \hfill (32)

The second step is to choose a discrimination strategy, i.e. one measures the system and decides among the two hypothesis $H_A$ and $H_B$. To this purpose, one chooses a two-value positive-operator-valued measure (POVM) $\{E_A, E_B\}$ with $E_A + E_B = 1$ and $E_A, E_B \geq 0$. Once the measurement is performed, the observer infers the state of the system with an error probability $P_e$ given by

$$P_e = \frac{1}{2} \text{Tr}[\rho_A E_B] + \frac{1}{2} \text{Tr}[\rho_B E_A]$$

$$= \frac{1}{2} (1 - \text{Tr}[E_B \Lambda]),$$

where $\Lambda$ is the Helstrom matrix,

$$\Lambda = \rho_B - \rho_A.$$  \hfill (33)

The error probability is minimized for a POVM such that $\text{Tr}[E_B \Lambda] = \frac{1}{2} \text{Tr}[\Lambda]$ and the minimum is given by

$$P_e = \frac{1}{2} (1 - \text{Tr}[\rho_B, \rho_B]).$$  \hfill (34)

The trace distance $P_e$ is known as Helstrom Bound and represents the ultimate error probability that can be ideally achieved. Unfortunately, evaluating the Helstrom Bound for continuous variable systems is a challenging task, as it requires performing a trace operation on infinite matrices. Nevertheless, some lower and upper bounds can be found by means of the Uhlmann fidelity function

$$F(\rho_A, \rho_B) = \text{Tr} \left[ \sqrt{\sqrt{\rho_A} \rho_B \sqrt{\rho_A}} \right].$$  \hfill (35)

In fact, we have [49]

$$J_m = \frac{1 - \sqrt{1 - F(\rho_A, \rho_B)}}{2} \leq P_e \leq \frac{\sqrt{F(\rho_A, \rho_B)}}{2} \equiv J_M.$$  \hfill (36)

Another tighter upper-bound for the Helstrom Bound is given by the quantum Chernoff bound (QCB) $Q$,

$$Q = \inf_{0 \leq \epsilon \leq 1} \text{Tr}[\rho_A^\epsilon \rho_B^{1-\epsilon}].$$  \hfill (37)
Even though the QCB does not possess any natural operational meaning, i.e. it cannot be directly related to a measurement process, it becomes a powerful tool in discrimination protocols featuring one copy states and it is generally pretty easy to evaluate for continuous variable systems. The QCB can be related to the Uhlmann fidelity function and, by means of the QCB, Eq. (38) can be upgraded to

\[
\mathcal{F}_m \leq P_e \leq \frac{Q}{2} \leq \mathcal{F}_M,
\]

where \(\mathcal{F}_m\) and \(\mathcal{F}_M\) are the lower and upper fidelity bounds, respectively. The explicit formulas for the QCB and the fidelity for Gaussian states are cumbersome and won’t be reported here.

The Helstrom bound represents the smallest error probability that can be ideally achieved in state discrimination. However, even when evaluating the Helstrom Bound is possible, it usually corresponds to a POVM which is difficult to implement. In the following, we devote attention to feasible measurements and evaluate their performances in the discrimination of local and common noise, comparing the error probability with the ultimate bounds discussed in this Section.

4. Double homodyne measurement

In section 2, we have analyzed the dynamics in the presence of either local or common noise. The two dynamical maps are different and, in particular, correlations between the two oscillators appear exclusively in the common noise scenario, as it is apparent from the presence of off-diagonal terms in the common noise matrix. As a matter of fact, the correlation terms in the noise matrix corresponds the variances \(\text{var}(X_1, X_2)\) and \(\text{var}(P_1, P_2)\), where

\[
X_j = \frac{1}{\sqrt{2}}(a_j + q_j), \quad P_j = \frac{1}{\sqrt{2}}(a_j - q_j)
\]

are the quadrature operators of the two oscillators. This argument suggests that joint homodyne detection of the quadratures of the two modes may be a suitable building block to discriminate the two possible environmental scenarios. In the following, we are about to consider the measurement of all possible combinations of quadratures, \((X_1, X_2), (P_1, P_2), (X_1, X_2)\) and \((P_1, X_2)\) and denote the corresponding POVMs as

\[
\Pi(q_1, q_2) = |q_1, q_2\rangle\langle q_1, q_2| \equiv |q_1\rangle\langle q_1| \otimes |q_2\rangle\langle q_2|
\]

with \(q_j \in [x_j, p_j]\), \(j = 1, 2\) and \(|q_j\rangle\) being quadrature eigenstates. In order to implement a discrimination strategy, we should define an inference rule connecting each possible outcome of the measurement to one of the two hypothesis: \(H_L\), the noise is due to local interaction or \(H_C\), the noise is due to common interaction with the environment. If we denote by \(D_{C} \subset \mathbb{R}^2\) the region of outcomes leading to \(H_C\), i.e. to infer a common noise, then the two-value POVM describing the overall discrimination strategy is given by \(E_C + E_L = I\), where

\[
E_C = \int_{D_C} dq_1 dq_2 \Pi(q_1, q_2) \quad E_L = 1 - E_C.
\]

The success probabilities, i.e. those of inferring the correct kind of noise are given by \(P_j = \text{Tr}(\rho E_j)\), \(j = L, C\) respectively, whereas the error probability, i.e. the probability of choosing the wrong hypothesis is given by

\[
P_Q = \frac{1}{2}\left(\text{Tr}(\rho L E_C) + \text{Tr}(\rho C E_L)\right).
\]

The smaller is \(P_Q\), the more effective is the discrimination strategy. In order to suitably choose \(D_C\) we have analyzed the behavior of the quantity

\[
P_Q(q_1, q_2) = \text{Tr}\left[\Pi(q_1, q_2) (\rho_C - \rho_L)\right].
\]

in the \((q_1, q_2)\) plane. In Fig. 1 we show a contour plot of \(P_Q(x_1, x_2)\) for a given input SV. This probability is squeezed along the \(x_1x_2\) direction, since a common environment induces the build-up of correlations between the quadratures. For this reason, we choose \(D_C\) as the region between two straight lines at \(45^\circ\) and denote by \(T\) its half-width. The same argument holds also for SV and standard SV.

In the top panels of Fig. 2 we show a comparison between the error probability of the four POVMs described above on some particular STSs (left), standard form SVs (center) and SVs (right). As it

![Fig. 1. (Color online.) Contourplot of \(P_Q(x_1, x_2)\) for a STS. The dark region between the two dashed parallel lines represents a choice of \(D_C\), the region of outputs associated to the inference of common noise. States and channel parameters are set as follows: \(\epsilon = 1\), \(\gamma = 0.7\), \(\lambda_1 = \lambda_2 = \lambda = 1\), \(r = 1\).](image1)

![Fig. 2. (Color online.) Upper panels: Error probability \(P_Q\) for different POVMs for (left) STS (\(\epsilon = 1\), \(\gamma = 0.7\)), (center) SV (\(n = 1\), \(r = 0.7\)) and (right) standard SV (\(n = 1\), \(r = 0.7\)). The POVM \(\Pi(x_1, x_2)\) (blue lower line) is always the most efficient. The POVMs \(\Pi(x_1, p_2)\) and \(\Pi(p_1, x_2)\) (upper red and green) yield the same error probability \(P_Q = \frac{1}{2}\) independently on the input state and are useless for discrimination purposes. Lower panels: Optimal half-width \(T\) as a function of time for POVMs \(\Pi(x_1, x_2)\) and \(\Pi(p_1, p_2)\). We set \(\lambda_1 = \lambda_2 = \lambda = 1\).](image2)
is apparent from the plot, the POVMs $\Pi(x_1, p_2)$ and $\Pi(p_1, x_2)$ are useless. In fact, the common environment does not correlate these couples of quadratures. On the other hand, the POVM $\Pi(x_1, x_2)$, represented by the blue lines, always outperforms $\Pi(p_1, p_2)$. In the lower panels, we show the optimal values of the half-width $T$ of the region $D_t$ as a function of the interaction time for the very same states.

5. Optimization over Gaussian states

In this section, we address the optimization of the discrimination protocol using Gaussian states as input and the optimal homodyne-based POVM $\Pi(x_1, x_2)$. The main purpose is to figure out which Gaussian state leads to the optimal discrimination protocol and understand which lab-friendly states, among the classes of STSs, SVs and SSSs, are the most performant ones. We also analyze whether the efficiency of the discrimination protocol is affected by some relevant properties of the input states. To this aim we evaluate the error probability $P_0$, as a function of energy and entanglement, at fixed purity. We recall that the energy $E$ and purity $\mu$ of a zero-mean valued two-mode Gaussian state with covariance matrix $\sigma$ are given by

$$
E(\sigma) = \text{Tr} \left( \frac{\sigma}{2} \right) - 1
$$

$$
\mu(\sigma) = \frac{1}{4\sqrt{\det \sigma}}
$$

while the entanglement may be easily determined on the base of the PPT-criterion and quantified by the logarithmic negativity, which is given by

$$
\mathcal{N} = \max(0, -\log(2d_1))
$$

where $d_1$ indicates the smallest symplectic eigenvalue of the partially transposed covariance matrix. In this paper, we prefer to directly use $d_1$ as a quantifier for entanglement: when $d_1 < 1/2$, the state is entangled, otherwise it is not.

In Fig. 3, we report the error probability of randomly generated Gaussian states in standard form with purity $\mu = 0.6$ at fixed time $t = 1$ as a function of the symplectic eigenvalue $d_1$ of the input state, while the color scale classifies its initial energy. As is apparent from the figures, for non-unitary purity, generating an always more entangled input state does not necessarily imply an improvement in the efficiency of the discrimination protocol. The same happens with energy: the error probability does not scale monotonically with the energy stored in the input state. Nevertheless, if we increase the energy and the entanglement of the input state at the same time, the error probability lowers monotonically.

In Fig. 4 we show how efficient STSs, SVs and SSSs are with respect to all possible Gaussian states with the same purity ($\mu = 0.6$). As a result, the most performant states are the SSSs; these states form a lower bound for every random-generated state, so representing the topmost suitable class state for discrimination protocols. One might make a conjecture that for SSSs entanglement might be the only resource to discrimination: unfortunately, this is true as long as purity is fixed, as the energy of SSSs monotonically increases with entanglement, but false in general. Concerning SVs and STSs, it is worth noting that STSs are easily outperformed by any other standard form Gaussian state and that the error probability achieved with input SV states is not affected by a change in the initial entanglement (we want to remember that SVs’ covariance matrix is not in standard form, this explains why the red curve steps over the region of the standard form Gaussian states).

Finally, in Fig. 5 we compare the error probability achieved by some lab-friendly states with the bounds we introduced in sec 3.

![Fig. 3](image-url) Error probability $P_0$ for random Gaussian input states as a function of the smallest symplectic eigenvalue $d_1$ with POVM $\Pi(x_1, x_2)$. The color scale classifies the initial energy of the state. The error probability scales with the entanglement and the energy of the input state. We set $\lambda_1 = \lambda_2 = \lambda = 1$, $t = 1$.

![Fig. 4](image-url) Error probability $P_0$ as a function of the smallest symplectic eigenvalue $d_1$ with POVM $\Pi(x_1, x_2)$ for standard form random Gaussian states (gray dots), STSs (blue upper curve), SVs (red straight line) and SSSs (lower line). The color scale classifies the energies of the SSS states. The error probability of SV states does not depend on the entanglement of the input state. The most performant states are the SSSs. We set $\lambda = 1$.

![Fig. 5](image-url) Comparison between error probability and fidelity and QCB bounds for STS state (upper panel) and SSS state (lower panel). In both panels, the dashed lines represent the upper bound $P_{33}$ (orange line) and lower bound $P_{22}$ (blue line), the green line represents the error probability $P_0$, the red line represents the QCB. Upper panel: we set $e = 1.956$, $y = 0.6593$, $\lambda = 1.0$. Lower panel: we set $n = 0.3333$, $r = 1.470$, $\lambda = 1$.

In particular, we choose some highly performant identically entangled STS and SSS. The upper panel shows a comparison between the error probability for a STS with the fidelity and the Quantum Chernoff Bound. The double homodyne measurement yields an error probability (green line) that beats the Quantum Chernoff Bound (red line). The lower panel shows a similar comparison for a SV state. In this case, even though the SV state yields a lower error probability than a STS does, the QCB can only be saturated in the early dynamics.

6. Conclusions

In conclusion, we have addressed the use of (extended) quantum probes interacting with classical fluctuating environments to discriminate local noise, described by independent fluctuating fields, from common noise, corresponding to the interaction with a common one. In particular, we have considered a bipartite probe made of two non-interacting harmonic oscillators and analyzed in details the design of discrimination strategies based on homodyne detection, also comparing their performances with the ultimate
bounds on the error probabilities of quantum-limited measurements.

We have shown that a discrimination protocol based on joint homodyne detection of the position operators yields an error probability that may outperform the Quantum Chernoff Bound, leading to a probability of error close to the Helstrom bound. In particular, we have shown that the QCB can be overtaken by means Gaussian states feasible with current technology. Finally, we have shown that the error probability achieved with joint homodyne measurement strictly depends on the properties of the input state, as it lowers monotonically with the energy and the entanglement of the input state.

Overall, our results show that a joint measurement of the position on the two oscillators outperforms any other homodyne-based scheme, whatever input Gaussian state of the probe is employed. In terms of error probability, a discrimination scheme based on homodyne detection easily outperforms the QCB using (entangled) squeezed thermal states as input preparation.

Acknowledgements

This work has been supported by UniMi through the H2020 Transition Grant 15–6–3008000–625, and by EU through the collaborative project QuProCS (Grant Agreement 641277).

References